LINEAR ALGEBRA AND OPTIMIZATION BASED CONTROLLER DESIGN FOR TRAJECTORY TRACKING OF TYPICAL CHEMICAL PROCESS
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Abstract — This paper presents a new controller design to tracking trajectory of a typical chemical process. The plant model is represented by numerical methods and, from this approach; the control actions for an optimal operation of the system are obtained. Its main advantage is that the condition for the tracking error tends to zero and the calculation of control actions, are obtained solving a system of linear equations. The proofs of convergence to zero of the tracking error are presented. Simulation results show the good performance of the proposed control system.
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1. INTRODUCTION

The control of liquid level in tanks and flow between tanks is a basic problem in the process industries. The process industries require liquids to be pumped, stored in tanks and then pumped to another tank. An example is the fermentation process with different microorganisms in the biotechnology industry. Chung et al. (2005) show some applications, it suggests that periodic operations can give results where the yield and selectivity can improve or make possible the continuous operation. To control liquid level the traditional method PID control is used due to its reliability, simple structure and easy parameters adjust (Tunyasirirut et al., 2006; Gou, 2008, and Liu, 2004). To perform high precision liquid level control and good tracking precision in the presence of the system nonlinearities, it is needed to use nonlinear control method to solve these problems effectively and achieve precise control. Neural network (Hou, 2009; Huang and Chiou, 2006) and genetic algorithm (Tan and Li, 2001; Moshir et al., 2003) based controllers are proposed as effective tools for nonlinear controller design. Limon et al. (2010) applies tracking techniques to track processes consisting of four tanks which form a multivariable nonlinear system. They pose a technique based on MPC (model predictive control based on the model) where the plant model is assumed as a linear system with bounded uncertainty to a polyhedral set known, under this assumption the proposed controller is feasible in any changes to the set points and leads the system at this point whenever possible. If the goal is not permissible, therefore unreachable, the system is directed to the nearest point allowable operating. Usually, in literature the goal is find the control actions that combined, result in tracking a desired trajectory.

This paper provides a positive answer to the previous challenging problem.

In this work a trajectory-tracking controller, designed originally for robotic systems Scaglia et al. (2009) is applied for trajectory tracking of the four tanks plant (Limon et al., 2010). This simple approach suggests that knowing the value of the desired state, it can find a value for the control action, which forces the system to move from its current state to the desired one. The main contribution of this work is that the proposed methodology is based upon easily understandable concepts, and there is no need of complex calculations to attain the control signal.

Another contribution of this paper is the application of Monte Carlo (MC) based sampling experiment in the simulations. The controller parameters can be computed to minimize a cost index, here being determined by the Monte Carlo (MC) experiment, and the theoretical results are validated by simulations. It’s important to remark that MC experiment can be implemented on line in a real plant.

It is noteworthy that due to the above mentioned characteristics, the computing power required to perform the mathematical operations is low. Thence it is possible to implement the algorithm in any controller with low computing capacity. Furthermore, the developed algorithm is easier to implement in a real system because the use of discrete equations allows direct adaptation to any computer system or programmable device running sequential instructions at a programmable clock speed. Thus, among the main advantages of this approach are the simplicity of the controller and the use of discrete-time equations, simplifying its implementation on a computer system. The proof of the zero-convergence of the tracking error is another main contribution of this work.

The methodology developed for tracking the desired trajectory (h1d and h2d) is based on determining the desired trajectories of the remaining state variables. These variables states are determined through analyzing the conditions for a system of linear equations to have an exact solution. Therefore, the control signals are obtained by solving the system of linear equations. In addition, to complete the previous work of the authors (Scaglia et al., 2009), the proof of the zero-convergence of the tracking error is included in this paper.
The paper is organized as follows: in section 2, the dynamic model of the four tanks plant is presented. The methodology of the controller design is show in section 3. In Section 4, the theoretical results are validated with simulation results of the control algorithm. Finally, Section 5 presents the conclusions and some topics that will be addressed in future contributions.

II. METHODOLOGY FOR CONTROLLER DESIGN

A. Model of the Four Tanks Plant

The four tanks plant is a multivariable laboratory plant of interconnected tanks with nonlinear dynamics. A state-space continuous time model of the quadruple-tank process system (Limon et al., 2010) can be derived from first principles as follows

\[
\begin{align*}
\frac{dh_a}{dt} &= -\frac{a_1}{A_1} \sqrt{2g h_a} + \frac{a_2}{A_2} \sqrt{2g h_b} + \frac{\gamma_a}{A_1} q_a \\
\frac{dh_b}{dt} &= -\frac{a_2}{A_2} \sqrt{2g h_b} + \frac{a_3}{A_3} \sqrt{2g h_c} + \frac{\gamma_b}{A_2} q_b \\
\frac{dh_c}{dt} &= -\frac{a_3}{A_3} \sqrt{2g h_c} + \frac{a_4}{A_4} \sqrt{2g h_d} + \frac{\gamma_c}{A_3} q_c \\
\frac{dh_d}{dt} &= -\frac{a_4}{A_4} \sqrt{2g h_d} + \frac{\gamma_d}{A_4} q_d
\end{align*}
\]

(1)

The state variables are \( h_1 \) level of tank 1, \( h_2 \) level of tank 2, \( h_3 \) level of tank 3, \( h_4 \) level of tank 4. The control objective is to find the values of the flows into \( (q_a, q_b) \) so that the variables \( h_1 \) and \( h_2 \) follow with a minimum error the preset trajectories \( h_{1d} \) and \( h_{2d} \) respectively.

B. Problem Statement

Let us consider the first-order differential equation,

\[
\frac{dy}{dt} = \dot{y} = f(y,t,u) \quad y(0) = y_0
\]

(2)

where \( y \) represents the output to the system to be controlled, \( u \) the control action, and \( t \) the time. The values of \( y(t) \) at discrete time \( t=nT_o \) where \( T_o \) is the sampling period and \( n \in \{0,1,2,3,\ldots\} \) will be denoted as \( y(n) \). Thus, when computing \( y(n+1) \) by knowing \( y(n) \), Eq. (2) should be integrated over the time interval \( nT_o \leq t \leq (n+1)T_o \) as follows:

\[
y(n+1) = y(n) + \int_{nT_o}^{(n+1)T_o} f(y,t,u) \, dt
\]

(3)

where, \( u \) remains constant during the interval \( nT_o \leq t \leq (n+1)T_o \). There are several numerical integration methods to calculate \( y(n+1) \). For instance, the Euler method can be used, where

\[
y(n+1) = y(n) + T_o f(y(n),u(n)).
\]

(4)

The use of numerical methods in the simulation of the system is based mainly on the possibility to determine the state of the system at instant \( n+1 \) from the state, the control action, and other variables at instant \( n \). So, \( y(n+1) \) can be substituted by a function of reference trajectory and then the control action to make the output system evolve from the current value \( y(n) \) to the desired one, can be calculated. Therefore, if it is known before-hand the desired trajectory (referred to as \( y_{d(n+1)} \)) to be followed by \( y(t) \), then \( y(n+1) \) can be substituted by \( y_{d(n+1)} \) into Eq. (2), thus is possible to calculate \( u(n) \). It represents the control action required to go from the current state to the desired one.

To accomplish the previous achievement, it is necessary to solve a system of linear equations for each sampling period, as shown in next Section. This represents an important advantage mainly for two reasons, first for complex systems (linear or nonlinear), the equations can be solved using iterative methods for solving systems of linear equations, which only need an initial value to start the iteration. This value may be precisely the estimate calculated in the previous sampling instant. Second, this methodology can be applied to other types of systems and the accuracy required by the numerical method is less than the one needed to simulate the behavior of the system under study. This is because, when state variables are available for feedback, at each sampling instant, the method corrects any differences caused by the cumulative error (for example, "rounding errors"). So, the approximation is used to find the best way to go from one state to the next, according to the availability of the system model.

In this paper we propose to apply this approach in the dynamic model of the four tanks plant and thus obtain the control actions that allow to the system follow a trajectory previously established. In the next section, the design of the proposed controller will be analyzed.

C. Controller Design

In this section, is designed a control law capable of generating the signals \([q,a,b]\), that allow to variables \( h_1 \) and \( h_2 \) follow the desired trajectory, \( h_{1d} \) and \( h_{2d} \) respectively.

The Eq. (1) can be expressed as follow,

\[
\begin{pmatrix}
\gamma_a & 0 & 0 \\
0 & \gamma_b & 0 \\
0 & 1-\gamma_b & 0
\end{pmatrix}
\begin{pmatrix}
q_a \\
q_b \\
1-\gamma_b
\end{pmatrix} =
\begin{pmatrix}
A_1 h_1 + a_1 \sqrt{2g h_1} - a_3 \sqrt{2g h_3} \\
A_2 h_2 + a_2 \sqrt{2g h_2} - a_4 \sqrt{2g h_4} \\
A_3 h_3 + a_3 \sqrt{2g h_3} - a_4 \sqrt{2g h_4}
\end{pmatrix}
\]

(5)

When using the Euler approximation in (5), we have:

\[
\begin{pmatrix}
\gamma_a & 0 & 0 \\
0 & \gamma_b & 0 \\
0 & 1-\gamma_b & 0
\end{pmatrix}
\begin{pmatrix}
q_{a(0)} \\
q_{b(0)} \\
1-\gamma_a
\end{pmatrix} =
\begin{pmatrix}
A_1 h_{a(0)} + a_1 \sqrt{2g h_{a(0)}} - a_3 \sqrt{2g h_{c(0)}} \\
A_2 h_{b(0)} + a_2 \sqrt{2g h_{b(0)}} - a_4 \sqrt{2g h_{d(0)}} \\
A_3 h_{c(0)} + a_3 \sqrt{2g h_{c(0)}} - a_4 \sqrt{2g h_{d(0)}}
\end{pmatrix}
\]

(6)

The numerical methods can be used to calculate the evolution of the system. This is, that the system state at time \( n+1 \) can be determined knowing the states and control actions at time \( n \). Thus it is possible to calculate the control actions so that the system moves from the current state to desire. Then, considering (6) and the
The control inputs. and to find the exact solution. and the trajectory tracking error tends to zero. Finally, the optimal solution of Eq. (7) is obtained by solving the normal Eq. $A'Ax = A'b$ (Strang, 1980).

$$Ax = b \quad (8)$$

In (7), $h_{d(i)}$ and $h_{x(i)}$ are the reference values that to be taken by variables $h_1$ and $h_2$ respectively for the variables $h_1$ and $h_2$ follow the desired values. The controller parameters $k_1$, $k_2$, $k_3$ and $k_4$ allows the tracking error to tend to zero, they satisfied that $0<k_1<1$, $0<k_2<1$ and $0<k_3<1$, (Appendix A). Now, the goal is to find $q_{d(i)}$ and $q_{x(i)}$ such that the trajectory tracking error tend to zero. To accomplish this, the system (8) must have exact solution. Then the vector $b$ must be contained in the space formed by the columns of $A$, i.e., the vector $b$ must be linear combination of the column vectors of matrix $A$ (Strang, 1980; Scaglia et al., 2009).

As can be seen in (7), a proportional action $(k_1, k_2, k_3$ and $k_4)$ to the error is considered in the computation of the control inputs.

Then, by analyzing the conditions for the system of linear equations (7) has exact solution, we obtain:

$$\gamma_a \quad \gamma_b \quad \gamma_c \quad \gamma_d$$

$$\gamma_{a(i)} = A_i \frac{h_{d(i)} - h_{x(i)} - h_{a(i)} + a_i \sqrt{2gh_{a(i)}}}{T_0}$$

$$\gamma_{b(i)} = A_i \frac{h_{d(i)} - h_{x(i)} - h_{b(i)} + a_i \sqrt{2gh_{b(i)}}}{T_0}$$

$$\gamma_{c(i)} = A_i \frac{h_{d(i)} - h_{x(i)} - h_{c(i)} + a_i \sqrt{2gh_{c(i)}}}{T_0}$$

$$\gamma_{d(i)} = A_i \frac{h_{d(i)} - h_{x(i)} - h_{d(i)} + a_i \sqrt{2gh_{d(i)}}}{T_0}$$

(9)

Then, from (9) and (10) so that the system (7) has exact solution can be established the following conditions:

$$h_{d(i+1)} = T_i \left[ \frac{1}{\gamma_a} \left( h_{d(i)} - k_i (h_{d(i)} - h_{a(i)}) - h_{x(i)} \right) \right] + ...$$

$$h_{a(i+1)} = T_i \left[ \frac{1}{\gamma_b} \left( h_{d(i)} - k_i (h_{d(i)} - h_{a(i)}) - h_{b(i)} \right) \right] + ...$$

$$h_{b(i+1)} = T_i \left[ \frac{1}{\gamma_c} \left( h_{d(i)} - k_i (h_{d(i)} - h_{b(i)}) - h_{c(i)} \right) \right] + ...$$

$$h_{d(i+1)} = T_i \left[ \frac{1}{\gamma_d} \left( h_{d(i)} - k_i (h_{d(i)} - h_{d(i)}) - h_{d(i)} \right) \right] + ...$$

(11)

The Equations (11) and (12) represent the conditions that the system (7) has exact solution, and the tracking error tends to zero. Finally, the optimal solution of Eq. (7) is obtained by solving the normal Eq. $A'Ax = A'b$ (Strang, 1980).

$$q_{d(i)} = A_i \frac{h_{d(i)} - k_i (h_{d(i)} - h_{a(i)}) - h_{d(i)} + a_i \sqrt{2gh_{d(i)}}}{T_0}$$

$$q_{x(i)} = A_i \frac{h_{d(i)} - k_i (h_{d(i)} - h_{b(i)}) - h_{b(i)} + a_i \sqrt{2gh_{b(i)}}}{T_0}$$

$$q_{c(i)} = A_i \frac{h_{d(i)} - k_i (h_{d(i)} - h_{c(i)}) - h_{c(i)} + a_i \sqrt{2gh_{c(i)}}}{T_0}$$

$$q_{d(i)} = A_i \frac{h_{d(i)} - k_i (h_{d(i)} - h_{d(i)}) - h_{d(i)} + a_i \sqrt{2gh_{d(i)}}}{T_0}$$

(12)

The Eq. (13) represents the calculation of control actions to be applied, in the complete model expressed in (1), at time $n$. These make that the tracking error tends to zero (see Appendix A).

III. SIMULATIONS RESULTS

In this Section, the effectiveness of the proposed control law will be verified by simulation. The simulation conditions and the respective results will be developed below. In order to perform realistic simulations two tests were carried out using the Monte Carlo (MC) experiments (Auat Cheein et al., 2013). In the first test are performed 1000 simulations ($N = 1000$) and it is shown how to choose the controller parameters when disturbances in control actions are considered. The second test shows the performance of the controller when considering modeling errors.

The model parameters and the considered intervals of admissible variation of the levels are obtained from Limon et al. (2010). The sampling time $T_0$ is 0.3 (h) and the initial conditions are $h_{1(0)} = h_{2(0)} = h_{3(0)} = h_{4(0)} = 0$.

In the first test disturbance in the control actions are considered and the Monte Carlo experiment was carried out. To test the performance of the proposed controller the following desired trajectory is chosen,

$$h_d = 0.627 + 0.2 \sin (2\pi t/150)$$

$$h_d = 0.636 + 0.15 \sin (2\pi t/200)$$
The 1000 simulations are performed using MatLab software platform and in each simulations the controller’s parameters are chosen considering Eq. (14),

\[
k_i = k_i = \text{rand}(0.3,0.85)\\
\]

where \( \text{rand}(0.3,0.85) \) is a random value with a magnitude of 0.85 and 0.3 lower bound, and \( \text{rand}(0.5,0.85) \) is a random value with a magnitude of 0.85 and 0.5 lower bound.

An additional objective of the MC experiment is to find the parameter values optimizing a defined cost function \( C^e \). An idea widely used in the literature is to consider the cost incurred by the error as proposed in Batavia et al. (2002). The cost function can be represented for the combination of quadratic error in \( h_1 \) and \( h_2 \), as shown in (15).

\[
C^e = \sum_{i=1}^{N} \left[ \left( h_{1(i)} - h_{d(i)} \right)^2 + \left( h_{2(i)} - h_{d(i)} \right)^2 \right] 
\]

where \( N \) is the number of points of the trajectory. Thus, the objective is to find \( k_i \) and \( k_j \), in such way that \( C^e \) is minimized. An extra goal is to demonstrate the performance of the controller against environmental disturbances. Thus, disturbance in control actions were consider:

\[
\begin{align*}
\frac{dh_1}{dt} &= \frac{a_1}{A_1} \sqrt{2gh_1} + \frac{a_3}{A_1} \sqrt{2gh_3} + \frac{\gamma_a}{A_1} q_{wa} \\
\frac{dh_2}{dt} &= \frac{a_2}{A_2} \sqrt{2gh_2} + \frac{a_4}{A_2} \sqrt{2gh_4} + \frac{\gamma_b}{A_2} q_{wb} \\
\frac{dh_3}{dt} &= \frac{a_3}{A_3} \sqrt{2gh_3} + \frac{1}{A_3} q_{wa} \\
\frac{dh_4}{dt} &= \frac{a_4}{A_4} \sqrt{2gh_4} + \frac{1}{A_4} q_{wb}
\end{align*}
\]  

(16)

The disturbances \( q_{wa} \) and \( q_{wb} \) are given by:

\[
q_{wa} = \text{rand}(0.9,1.1) \\
q_{wb} = \text{rand}(0.9,1.1)
\]

where \( \text{rand}(0.9,1.1) \) is a random value with a magnitude of 1.1 and 0.9 lower bound.

Simulation results are plotted in Fig. 1 and Fig. 2. The trajectory tracking of \( h_1 \) and \( h_2 \) variables versus time along with their respective desired values \( (h_{1d} \) and \( h_{2d}) \) are shown in Fig. 1 and Fig. 2. The tracking errors are shown in Fig. 3 and Fig. 4. The Fig. 5 shows the trajectory cost obtained for the 1000 iterations. By inspection of Fig. 5 the minimum trajectory cost is \( C^e = 2.079 \) and is obtained in iteration \#958. This cost was obtained when the controller’s parameters are given by (18) and will be used in the next test.

\[
k_1 = k_2 = 0.301 \\
k_1 = k_2 = 0.617
\]

(18)

The Fig. 6 show the trajectory tracking when the controllers parameters are given by (18) and the minimum trajectory cost is obtained.

Figures 1 and 2 shows as the plant reaches the desired trajectory quickly and then continues without undesirable oscillations. Figures 3 and 4 show how the tracking error tends to zero, this convergence can also be seen in Fig. 1 and 2. The Fig. 3 shows how all the tracking errors are small despite the perturbations.

In the second test the behavior of the controller is shown with the presence of modeling errors that have not been taken into account in the controller design.
V. CONCLUSIONS

A new controller design for trajectory tracking of the Four Tanks Plant has been presented. The methodology is based on the search for conditions for which the system of linear equations has exact solution. These conditions determine the desired values of certain state variables and the control actions for the tracking error tend to zero, as shown in Appendix. If it has the process model, it only needs the values of the desired trajectory for calculating the control signals. The proposed controller has been successfully applied to the quadruple-tank process, which is a continuous nonlinear uncertain multivariable process. Furthermore, this methodology can be extended to other linear and nonlinear systems.

Simulations results are shown in this paper. The controller parameters are found by using MC method, next with these parameters, new simulations results were found. The proof of zero convergence of tracking errors developed in Appendix A demonstrates the effectiveness of the proposed methodology. This demonstration completes the previous work of the authors (Scaglia et al., 2009). The possibility to include experimental results and the saturation of the control signals in the formulation of the problem will be addressed in future contributions.

REFERENCES


APPENDIX

If the process behavior is ruled by (7) and the controller is designed by (13), then, the tracking error $\|e(n)\| \rightarrow 0, n \rightarrow \infty$ when the trajectory tracking problems are considered.

The proof of convergence to zero of the tracking errors is started with the variable $h_i$. Then, for the system (7) has exact solution must meet (9) and (10). Considering, Eq. (9),

$$A_n \frac{h_{i(n+1)} - k_i(h_{id(n)} - h_{in}) - h_{in}}{T_0} + a_1 \frac{2gh_{in}}{T_0} = ...$$

$$... + A_n \frac{h_{id(n+1)} - k_i(h_{id(n)} - h_{in}) - h_{in}}{T_0} + a_1 \frac{2gh_{in}}{T_0} = ...$$

$$... = \left( A_n \frac{h_{i(n+1)} - k_i(h_{id(n)} - h_{in}) - h_{in}}{T_0} + a_1 \frac{2gh_{in}}{T_0} - a_1 \frac{2gh_{in}}{T_0} \right) 1 - \frac{1}{T_0} \gamma_a$$

(A.1)

Replacing (A.1) in the control action $q_{i(n)}$ corresponding to Eq. (13) and operating,

$$q_{i(n)} = \frac{1}{\gamma_a} \left( A_n \frac{h_{i(n+1)} - k_i(h_{id(n)} - h_{in}) - h_{in}}{T_0} + a_1 \frac{2gh_{in}}{T_0} - a_1 \frac{2gh_{in}}{T_0} \right)$$

(A.2)

From the corresponding equation of the system (7),

$$h_{i(n+1)} = h_{i(n)} + \frac{T_n \pi}{T_0} \left( -a_1 \frac{2gh_{in}}{T_0} - a_1 \frac{2gh_{in}}{T_0} + \gamma_a h_{i(n)} \right)$$

(A.3)

Then, replacing (A.2) in (A.3) and operating,

$$h_{i(n+1)} = h_{i(n)} + h_{id(n+1)} - k_i(h_{id(n)} - h_{in}) - h_{in}$$

(A.4)

Then, operating

$$h_{i(n+1)} - h_{id(n+1)} = k_i(h_{in} - h_{id(n)})$$

(A.5)

From (A.5),

$$e_{i(n+1)} = k_i e_{i(n)}$$

(A.6)

Finally, how $0<k_i<1$, then $e_{i(n+1)}$ tends to zero when $n \rightarrow \infty$.

In similar way the above analysis is applied to $h_2$, $h_3$ and $h_4$, and (A.7), (A.8) and (A.9) are obtained,

$$e_{h_2(n+1)} = k_i e_{h_2(n)}$$

(A.7)

$$e_{h_3(n+1)} = k_i e_{h_3(n)}$$

(A.8)

$$e_{h_4(n+1)} = k_i e_{h_4(n)}$$

(A.9)

For Eq. (A.7) the controller parameter fulfills $0<k_i<1$, then $e_{h_2(n)} \rightarrow 0, n \rightarrow \infty$. Considering (A.8), how $0<k_i<1$, then $e_{h_3(n)} \rightarrow 0, n \rightarrow \infty$. Next, how $0<k_i<1$, then $e_{h_4(n)} \rightarrow 0, n \rightarrow \infty$.

Then, from (A.6), (A.7) and (A.8) and (A.9),

$$\|e(n)\| = \|e_{h_2} + e_{h_3} + e_{h_4}\| \rightarrow 0, n \rightarrow \infty$$. Finally, it demonstrated that $e_{i(n)}$ when $n \rightarrow 0$, and the tracking error tends to 0.
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