Determinación del precio en el mercado de frutas frescas: caso de peras
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Abstract

This document aims to evaluate the determinants of the price of pears in the international fresh fruit market, from an innovative vision in a complex world. The panel data methodology was applied. The variables considered were the different prices (CIF/kg) of pear, apple and stone fruits, their per capita consumptions, real per capita income, consumer price indexes and real exchange rates. Pear consumption responds especially to apple consumption, but also to prices of apples and peaches, real per capita income, consumer price indexes and countries’ exchange rates. This might imply improving commercial efficiency in international trade, effective budgets in price formation, and giving new impetus to studies on the price of fruits and foods with a new vision.
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The historical paradigm in the fruit market is that the main determinant of the sale price is the volume of supply of the same product. It responds to a simple model, with direct relationship, offer and price. Numerous studies provide information on price elasticity in fruits (2, 7, 12, 18, 19, 20, 30).

Also many studies indicate that demographic factors and economic growth also influence the consumption of fruits (1, 3, 5, 8, 11, 15).

Literature on the topic shows publications on the demand of apples and pears, at the level of individual countries and not globally (Vosloo and Groenewald 1969, Tunstal and Quilkey 1990 and Kavitha et al. 2016). Vosloo and Groenewald (1969) focused on the apple demand analysis in South Africa, where the availability of pears and oranges is considered as a factor explaining the price of apples. On the other hand, Tunstal and Quilkey (1990), used the disappearance of storage pears to explain the average monthly price of apples in the Victorian wholesale market. Other investigations explain the link between prices of pear and apple, as is the case of (Wani et al. 2015). A significant change in the fresh fruit market can be driven by the emergence of new consumption preferences (4, 9, 17, 26, 27, 29).

This contrasts with the recent opinion of some commercial operators of the international fruit business, at least partially. They point out that the definition of price for pears is not based on their volume of supply, but on the price of late peaches at the beginning of the pears harvest, and then on the supply of apples for the rest of the season.

The discussion with people linked to the international trade of fruits (mainly pears and apples), highlight the importance of evaluating this new vision in the formation of the sale price in a globalized environment, thinking that perhaps changes in trade are evident and that currently they are not considered in a commercial planning. For an improvement in the efficiency of the value chain. Kevin Moffitt, Pear Bureau Northwest President (22), comments on a favourable opinion to relaunch the research on price behaviour.

**Resumen**

Este documento tiene como objetivo evaluar los determinantes del precio de la pera en el mercado internacional, en la demanda en fresco; desde una visión innovadora en un mundo global y complejo. Se aplica la metodología de panel de datos. Las variables consideradas son los diferentes precios de importación (CIF/kg) de pera, manzana y duraznos; sus consumos per cápita, ingresos reales per cápita, índices de precios al consumidor y tasas de cambio de los países. Esto implica mejorar la eficiencia comercial en el comercio internacional, presupuestos efectivos en la formación de precios, ademas de dar un nuevo impulso a los estudios sobre el precio de las frutas y los alimentos con una nueva visión.
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This situation encouraged the project of a structural and comprehensive analysis on the determination of the main factors in the price of pears worldwide, combining the offer of both hemispheres -north and south. The novelty is the analysis based on world trade, in relation to other fruits -analysing peaches and apples- and economic variables of the main importing countries - per capita real income, price indexes and actual annual country exchange rates.

**MATERIALS AND METHODS**

Our analysis used yearly data from the period 1990-2015. The sample panel was composed of 18 countries, the main world importers in the international demand for fresh pears: Brazil, Canada, Denmark, France, Germany, India, Indonesia, Italy, Malaysia, Mexico, Portugal, Russian Federation, Saudi Arabia, Singapore, Spain, Sweden, UK and USA. China and Argentina are the main exporters, but have low relevance as importers worldwide. This research focused on demand factors from the main importing countries.

The variables considered for the analysis were pear prices (cif/kg), per capita consumptions of pears, apples and stone fruits, per capita real income, consumption price indexes and real annual country exchange rates (local currency per USD). The data source was the World Development Indicators (28). As usual, all the values were converted in their natural logarithms, to reduce variability, and were codified to facilitate data handling and computer processing. Logistics of perishable foods in the domestic market affects prices and consumer availability (23), for this reason choosing of the import price (cif: Cost Insurance and Freight) allowed avoiding asymmetries of wholesale and retail prices.

As stated by Greene (2012), Maddala, G. S. (2001), Hsiao et al. (1999), in statistics and econometrics, panel data (or longitudinal data) refers to multi-dimensional data frequently involving measurements over time, containing observations of multiple phenomena obtained over multiple time periods for the same firms, regions, countries or individuals. Time series and cross-sectional data are special cases of panel data that are in one dimension with only one panel member or individual for the former, one time point for the latter. Panel data analysis is a statistical method, generally used in social sciences, epidemiology, energy and econometrics, which deals with two and "n"-dimensional (in and by the cross sectional/times series time) panel data. The data are usually collected over time and over the same "individuals". Then a regression is run over these two dimensions. Multidimensional analysis is an econometric method in which data are collected over more than two dimensions (typically, time, individuals, and some third dimensions). A simplified common panel data regression model looks like

\[ y_{it} = a + bx_{it} + \varepsilon_{it} \]

where:
- \( y = \) the dependent variable
- \( x = \) the independent variable
- \( a \) and \( b \) = the coefficients
- \( i \) and \( t \) = indices for individuals and time.

The error \( \varepsilon_{it} \) is subject for hypothesis. Assumptions about this error term determine whether we speak of fixed effects or random effects. In a fixed effects’ model, \( \varepsilon_{it} \) is assumed to vary non-stochastically over \( i \) or \( t \) making the
fixed effects model similar to a dummy variable model in one dimension. In a random effects’ model, $\varepsilon_i$ is assumed to vary stochastically over $i$ or $t$ requiring special treatment of the error variance matrix.

Panel data analysis has three more-or-less independent approaches: independently pooled panels, used as benchmark, random effects models and fixed effects models (or first differenced models). The selection between these methods depends upon the objective of the analysis, and the problems concerning the exogeneity of the explanatory variables.

The main assumption of the independently pooled panels is that there are no unique attributes of individuals within the measurement set, and no universal effects across time. On his turn, the key assumption of the fixed effect models (FEM), also known as Least Squares Dummy Variable Model (LSDVM), is that there are unique attributes of individuals that are not the results of random variation and that do not vary across time. To draw inferences only about the examined individuals, is adequate. The main statement of the random effect models (REM) is that there are unique, time constant attributes of individuals that are the results of random variation and do not correlate with the individual regressors. This model is adequate if we want to draw inferences about the whole population and not only the examined sample. The Durbin-Wu-Hausman or simply the Hausman specification test, is a statistical hypothesis test in econometrics named after James Durbin, De-Min Wu, and Jerry A. Hausman that evaluates the consistency of an estimator when compared to a less efficient alternative estimator which is already known to be consistent. It helps to evaluate if a statistical model corresponds to the data.

Let $y=bX+e$ be a linear model where:

- $y$ = the dependent variable
- $X$ = a vector of regressors
- $b$ = a vector of coefficients
- $e$ = the error term.

We have two estimators for $b$, $b_0$ and $b_1$. Under the null hypothesis, both estimators are consistent, but $b_1$ is efficient (has the smallest asymptotic variance), at least in the class of estimators containing $b_0$. Under the alternative hypothesis, $b_0$ is consistent, whereas $b_1$ is not. The Wu-Hausman statistic is defined as:

$$H = (b_1-b_0)^\dagger(\text{Var}(b_0)-\text{Var}(b_1))\dagger(b_1-b_0),$$

where:

$\dagger$ = denotes the Moore-Penrose pseudo-inverse. Under the null hypothesis, this statistic has asymptotically the chi-squared distribution with the number of degrees of freedom equal to the rank of matrix $\text{Var}(b_0)$ - $\text{Var}(b_1)$. If we reject the null hypothesis, it means that $b_1$ is inconsistent. This test can be used to check for the endogeneity of a variable (by comparing instrumental variable (IV) estimates to ordinary least squares (OLS) estimates). It can also be used to check the validity of extra instruments by comparing IV estimates using a full set of instruments $Z$ to IV estimates that use a proper subset of $Z$. Note that for the test to work in the latter case, we must be certain of the validity of the subset of $Z$ and that subset must have enough instruments to identify the parameters of the equation. Hausman, also showed that the covariance between an efficient estimator and the difference of an efficient and inefficient estimator is zero.

The advantages and disadvantages of panel data models can also be seen in the referred literature (6, 10, 13, 16).
RESULTS

The explanatory power of the estimated models, were highly and statistically significant. The Hausman test showed that, among the three cited models (table 1), the random effects model (EGLS Panel), was the best for studying this complicated international food market. However, the type of effects and the statistical significance of the coefficients were concordant in the three considered models. Using the results of the estimation based on the EGLS Panel estimation method, the Hausman test proved to be the best solution in the current situation (table 2, page 230).

Table 1. Results of the three panel data model estimates.

<table>
<thead>
<tr>
<th>Variable/model</th>
<th>Fixed</th>
<th>Random</th>
<th>Pooled</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method of estimation</td>
<td>Panel GLS</td>
<td>Panel (EGLS)</td>
<td>Panel LS</td>
</tr>
<tr>
<td>lpearpr_cifkg</td>
<td>-0.346024*</td>
<td>-0.348696*</td>
<td>-0.520346*</td>
</tr>
<tr>
<td>lappleprcif_kg</td>
<td>0.177930**</td>
<td>0.176639**</td>
<td>0.069696</td>
</tr>
<tr>
<td>lapplep_c_cons</td>
<td>0.968417*</td>
<td>0.969268*</td>
<td>1.008693*</td>
</tr>
<tr>
<td>lc_pr_index</td>
<td>0.053387*</td>
<td>0.053628*</td>
<td>0.097675*</td>
</tr>
<tr>
<td>lexch_rate</td>
<td>-0.122623**</td>
<td>-0.119824***</td>
<td>0.244522***</td>
</tr>
<tr>
<td>lreal_pc_income</td>
<td>0.076901***</td>
<td>0.076756**</td>
<td>0.070982*</td>
</tr>
<tr>
<td>lst_fr_prcifkg</td>
<td>0.126818**</td>
<td>0.131625**</td>
<td>0.796797</td>
</tr>
<tr>
<td>lsw_fr_prcif_kg</td>
<td>-0.128052**</td>
<td>-0.126397</td>
<td>-0.305942*</td>
</tr>
<tr>
<td>C</td>
<td>-1.651984*</td>
<td>-1.678663*</td>
<td>-3.739812*</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.974204</td>
<td>0.727621</td>
<td>0.805164</td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.972705</td>
<td>0.722746</td>
<td>0.801677</td>
</tr>
<tr>
<td>S.E. of regression</td>
<td>0.202179</td>
<td>0.201273</td>
<td>0.544976</td>
</tr>
<tr>
<td>Sum squared resid</td>
<td>1.757.678</td>
<td>1.492.618</td>
<td>1.327.586</td>
</tr>
<tr>
<td>Log likelihood</td>
<td>9.531.239</td>
<td>-3.656.929</td>
<td></td>
</tr>
<tr>
<td>F-statistic</td>
<td>649.5805*</td>
<td>149.2618*</td>
<td>230.905*</td>
</tr>
<tr>
<td>Prob (F-statistic)</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Durbin-Watson stat</td>
<td>1.155.552</td>
<td>1.123.151</td>
<td>0.2616</td>
</tr>
<tr>
<td>LR test – Redundant fixed effects</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-section F df: (17,430)</td>
<td>165.753954*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-section Chi-squared (17)</td>
<td>922.010666*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correlated Random Effects - Hausman Test</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chi-Sq. Statistic (df=8)</td>
<td>3.874.579</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prob (Ch-sq)</td>
<td>0.8683</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: *, **, ***, statistically significant at 1%, 5%, 10%, respectively. Our own estimation using Eviews (v9).
All the coefficients or elasticities were statistically significant, four of them at the 1% level of significance, three at 5% and one at 10%. The only coefficient or elasticity that was not significant in statistical terms at the usual levels of significance is the price (cif) of stone fruits. Possibly explained, by the influence of late variety stone fruit that impacts the beginning of the pear harvest.

The overall regression (REM) was highly significant in statistical terms (Prob (F-stat) = 0.0000). The explicative power of this model (random effects model) was 0.72 and highly significant since F-stat=149.26 and Prob (F-stat=0.0000), while in the fixed effects the R-squared is very high (97.4%), and significant (F-Stst=649.58 and Prob (F-statistic) = 0.0000. We had to be cautious about these interpretations since some possibilities of having autoregressive errors taking in account the Durbin-Watson test (Durbin-Watson, d=1.156) were present. However, we did not suspect of heterocedasticity, nor of multicolinearity among the explicative factors considered using the classic test and the correlation's test.

We did not reject the endogeneity problem since we could not reject the null hypothesis (chi-squared stat=3.87, d.f. = 8, Prob (ch-sq) = 0.87) stating that the regressors were correlated with the model errors. As referred before, the Hausman test (table 2) suggested that the best model to identify and measure the explicative factors of the demand for pears was the random effects’ one. Furthermore, the Likelihood Ratio (LR) test applied to the results of the fixed effects model suggested the rejection of the redundancy of the different sections.

With these results, we got empirical evidence that pear consumption is positively associated with the prices of apples (elasticity=0.178**), with per capita apple’s consumption (elasticity=0.968*), with the average index price (elasticity=0.053*), with real per capita income (elasticity=0.077***) and with the price of stone fruits (elasticity=0.127**).
On the other hand, pear consumption was negatively correlated both with pear price (cif) (elasticity = -0.346 *) and exchange rate (elasticity = -0.123 **). The demand elasticities of the factors for pears could be classified as rigid since all of them have absolute values less than 1, suggesting that there was no much scope to intervene in the market. Besides pear consumption, price-response to its own price and to the price of fruits like apple and stone fruits should be expected. Pear consumption is especially and moderately responsive to apple consumption (0.968) (the highest elasticity consumption).

The explanatory power of the estimated models, were highly and statistically significant. The Hausman test showed that, among the three cited models, the random effects model, was the most indicated to study this complicated international food market. However, the type of effects and the statistical significance of the coefficients were concordant in the three considered models.

Tunstal and Quilkey (1990) reached the same conclusion established in this work when studying the relationship between pears and apples.

**Conclusions**

The analysis adds empirical evidence to the fact that the consumption of pear responds especially to the consumption and the price of apple. Other determinants of the demand for pears are the set of selling prices for apples and stone fruits (for example, nectarines and peaches at the beginning of the pear harvest), and the real per capita income. The synergy between pears and apples in the fresh produce market is an important conclusion and a feature that confirms that pear sellers generally also sell apples and vice versa.

The result of the research is relevant to the pear exporting producers and companies (Argentina, the world's leading exporter), as well as to academics linked to the international trade of fresh fruits; providing knowledge that may increase efficiency in the value chain.

Surely, this research will change the paradigm in the fresh pear business in general (confirming the opinion of those linked to foreign trade. It will also boost research on the price elasticity with a new global approach and complex vision in the fruit and other foods market.
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